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the transcription from the zoom recording of the live meeting. After using this service, 
the Information Management Committee reviewed, edited, and augmented the content 
as needed, cross checking against notes taken during the meeting and presentation 
materials. 
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Agenda 
 

2025 LTER IMC Annual Meeting Agenda (Virtual; September 8 and 9) 

Time 
(Eastern) Activity 

MONDAY  

1:00 Welcome, introduction icebreaker activity, agenda review. 

1:45 IM Exec Election (1 member) & EB rep (1) 

2:00 
Databits - overview of new structure, tour of the google drive, Volunteer 
for next Databits standby editor [Hillary] 

2:15 EDI Report [Greg] 

2:30 Short break (10 min) 

2:40 LNO Report [Marty]/Strategic plan feedback 

3:10 Non tabular data (Greg) 

4:00 Adjourn 

TUESDAY  

1:00 IMKE - going beyond download counts (Mary M-S, Hillary, Sarah) 

1:20 What are you nerding out on - non random groups (all) 

1:45 
IMKE - AI tools (Li/Mary Martin); PAR reporting - Mary Martin /batch 
report to PDF_A (Li); 

2:00 How do you stay up to date in your research community? 

2:20 EML - techniques (random breakouts) 

2:45 Short break (15 min) 

3:00-:3:50 Future of IM roles (random breakouts) 

4:00 Adjourn 

Meeting materials 
A community slide deck for the meeting is in IMC’s Google Drive (2025 IMC Annual Meeting 
slide deck). Slides from the full meeting program and breakout activities are also reproduced in 
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Appendix A. A tabbed community notes document is also in the IMC’s Google Drive (2025 IMC 
Annual Meeting Shared notes). 

Welcome and Icebreaker Activity 
The meeting began with a welcome from Gabriel Kamener, who reminded participants 
that the meeting was governed by the LTER Code of Conduct. Gabriel outlined the 
agenda and noted that meeting transcriptions and AI tools would be used to generate a 
draft meeting report, with participants having the opportunity to review before 
finalization. 
 
An icebreaker activity followed, where participants broke into small groups to discuss 
what they were "nerding out about." Topics included immersive outreach & accessibility; 
sensing, imaging & field tech; data pipelines, web, and infrastructure; AI/ML applications 
and challenges; long-term ecological science topics. 

IMC Business Meeting 
The business portion of the annual meeting consists of IM Executive Committee 
elections, updates about LTER’s participation in ILTER’s (International Long-Term 
Ecological Research) Information Management Committee, updates about DataBits, 
and updates from two of our partner organizations: the LTER Network Office (LNO), and 
EDI. 

IMExec Election 
This year the IM Exec had an opening for one position, and there was an opening for 
IMC Representative to the LTER Executive Board. The terms for Sarah Elmendorf (IM 
Exec), and Mary Martin (EB Rep) ended in 2025. There were two nominations for the IM 
Exec position and three nominations for the EB Rep position.  

Statements from IM Exec nominees 

Risa McNellis (PIE) 
“I am excited for the opportunity to run for a position on the LTER Network IM 
Executive Committee. I have been the IM at the PIE LTER for three years, where 
I have been working to improve our data accessibility, increase engagement 
among our graduate students, and streamline the data publication process. As 
part of my position, I also manage several of our long-term field sensors and 
assist with field campaigns, which gives me the opportunity to understand the 
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unique issues we face as a marsh site and how that impacts our data lifecycle. I 
would be happy to continue to advocate for improving accessibility to data 
management practices and increasing engagement from researchers in the data 
publication process as part of the IM Executive Committee.” 

Kate Morkeski (NES) 
“One of the best aspects of being an LTER IM is being part of the network of IMs 
from all the other sites. I would be happy to serve this network as part of the IM 
Exec. I see opportunities for us to learn more from each other in the form of the 
tools and practices we use to do our jobs well. As a relatively new IM but with 
deep roots in LTER site research, I am often curious about what efforts we may 
be unintentionally duplicating in our data management practices across sites as 
well as what works best to do this job efficiently. I would be honored to help 
strengthen our connections to each other in these challenging times and to 
support the work of all the LTER IMs through serving on the IM Exec committee.” 

Statements from EB Rep nominees 

Sarah Elmendorf (NWT) 
“I will be rolling off the IMExec this term, and willing to take on the role of IM Rep 
to the LTER executive board. I have some familiarity with the work of the EB from 
attending the science council meeting in 2024 as Mary Martin (current EB reps) 
replacement. In my role at Niwot, I exist in the grey area in between IM, data 
scientist, statistician and ecologist, and am comfortable translating between 
these different communities.” 

Stevan Earl (CAP) 
“Change is constant but it feels particularly pronounced. The titanic force of AI is 
changing not only how information managers work but the very science that we 
support. At the same time, the fiscal climate, and attitudes about science and 
education already are affecting the LTER and ecological sciences broadly. Our 
representative to the Executive Board (EB) always has been an important 
position within the IMC, but effective communication and integration with the 
LTER leadership are more important than ever in this landscape. I have 
appreciated a nice reprieve from service since I last served on IM Exec but am 
happy to contribute again if I can helpful, whether that be as the representative to 
the EB or supporting any of the superb information managers who have 
contributed to the IM Exec over the years in that role.” 
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Sven Bohm (KBS) 
“As a site data manager with 3 large projects  (LTER, GLBRC, LTAR) I deal with 
a variety of, sometimes conflicting, set of approaches, priorities and processes.  
So I can bring perspectives from different communities to the position.  
I am an advocate for accessibly and open well documented data including  
the analysis pipelines to promote rigorous and reproducible science.   
I would welcome the chance to contribute to the IM Exec with a focus  
on the current challenges and opportunities presented by AI and changing  
requirements and expectations.” 

 

Election outcomes 
Risa McNellis was elected to fill the open seat on the IM Executive committee, and 
Sarah Elmendorf was elected to fill the open seat for EB Rep. 
 

ILTER 

Gabriel Kamener provided an update on the ILTER representative position. He noted that 
Renée Brown would be leaving the position, but that it would remain open for anyone interested. 
The position involves approximately one virtual meeting per month but does not have funding to 
support travel. 

Databits 

Hillary Krumbholz provided updates on Databits. The shared drive folder has been 
reorganized for clarity, and a Google Form has been created to alert editors when new 
articles are ready to post. Marina's term as Databits Editor has ended, and the team is 
moving toward a "standby editor" model. A volunteer was requested for the standby 
editor position. In addition, there is no requirement on the number of articles per year.  

EDI Report - Greg Maurer (EDI/JRN) and Mark Servilla (EDI) 

This presentation began with EDI personnel updates, including the departure of Bennett 
McAfee, a graduate student data curation intern, and Mark's movement toward 
retirement while still working to support the repository. 

Repository statistics were impressive, with approximately 85,000 total published data 
packages (including revisions), 30,000 LTER datasets, increasing download rates (with 
most coming directly from EDI rather than DataONE), 15 terabytes of data managed, 
and nearly 5,000 journal citations. 
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Infrastructure changes included completed migration to AWS (EC2 cloud for compute, 
S3 buckets for storage), with stable and affordable costs for virtual machines and 
storage. Currently, there are no egress costs due to a university agreement with AWS.  

Upcoming major infrastructure changes include a new Identity and Access Management 
(IAM) system that will feature distributed IAM service outside the core repository, 
management of access control outside of EML, user and site ability to create and 
manage their own groups, user profiles with internal unique identifiers, and API 
authentication keys.  

Another major change is the single “production” platform, which involves merging 
staging and production environments, improved stage-to-published workflow, mutable 
staged data packages, and private access options for staged packages. Data package 
thumbnails are also being introduced, with options for user-provided thumbnails (JPEG 
or PNG) at data package and entity levels or system-provided icons for PDF, ZIP, Excel, 
and tables. Adding thumbnails will be supported via REST API, Data Portal UI, and 
within EML additional metadata.  

The tentative timeline for the changes forecasts the IAM system and thumbnails will be 
implemented by Nov. 2025, and the single platform by Dec. 2025/Jan. 2026. 

ezEML updates include NSF funding award lookup, improved metadata checking, 
upload of responsible parties from CSV files, direct download of data entities, template 
management improvements, QUDT unit annotations, and taxonomic tree creation from 
authorities. 

Future planning includes an infrastructure capacity proposal submitted for core 
repository technology redevelopment and community-driven development projects, 
including AI-assisted metadata enhancement, data discovery improvements, metadata 
standards development, and cloud-native data format collaboration with NEON.  

Regarding EDI sustainability, EDI is being incorporated as a non-profit (Environmental 
Data Institute) and working with University of Wisconsin's Alumni Research Foundation. 
Repository and core services are secure through 2026, though limited personnel 
budgets may lead to potential team reductions. A meeting with NSF program officers is 
scheduled for Sep. 2025, and continued collaboration with other repositories on 
sustainability efforts is ongoing. 

The presentation concluded with a call for feedback from LTER Information Managers 
about which EDI services are most valuable to them and how EDI can best support their 
work in the future.  
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LTER Network Office Report and Strategic Plan Feedback - Marty 
Downs, Director of the Long Term Ecological Research Network Office 

Marty Downs presented on LTER Network Office activities and challenges. Key 
activities included the Synthesis Skills for Early Career Researchers program (25 
participants), funding for synthesis working groups continuing at current pace, site 
exchanges facilitated, site culture survey completed with results reported back to sites, 
and strategic planning efforts. 

Budget and staffing challenges were significant, with the Network Office losing 50% of 
funding for the coming year. Staff reductions included Gabe and Molly being laid off, 
Christina's grant ending, and Nick's time reduced by 50%. The remaining staff includes 
only Marty and Nick (half-time). Participant support is maintained to continue synthesis 
activities, but the community platform has been closed, with Google Groups now 
serving as the primary communication tool. There is reduced social media presence and 
newsletter scope, and uncertain future for all-scientist meetings and other network-wide 
activities. 

The strategic plan discussion focused on looking forward rather than assessing the past 
strategic plan. Concerns were raised about negative framing of cross-site integration 
challenges. EcoComDP was discussed as an example of scientists and information 
managers collaborating effectively. Participants recognized the need to highlight LTER's 
unique strengths in long-term data collection. 

Non-tabular Data Document Breakout - Greg Maurer 
(EDI/JRN) 

Gregory Maurer led a session on revising the "Data Package Design for Special Cases" 
document. The document was created by an LTER-based working group from 
2019-2021, published as a PDF on EDI in 2021, and moved to GitHub Pages in 2022. 
The session focused on creating GitHub issues for each chapter to frame updates. 
Breakout groups worked on specific chapters to identify needed revisions, with 
discussion of possibly forming a new working group to revise the entire document. 
 
Key feedback included the need to revise recommendations for code publishing 
(codemeta), improve document flow and organization, separate general 
recommendations from EML-specific guidance, update for newer technologies and 
practices, and provide better decision frameworks for various data types. 
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IMKE Talks 
The IMKE Lightning Talks returned for their third year at our Annual Meeting, offering 
quick (~3-minute) presentations focused on tools, techniques, or tips for information 
management at LTER sites. Participants shared insights on engaging communities 
beyond download counts, AI tools, and tips or tools to aid NSF PAR (Public Access 
Repository) submissions. These concise, practical talks were designed to spark interest 
and provide actionable ideas that IMs from other sites could easily explore further. All 
presenters submitted slides that are archived in Appendix A. 

IMKE - Going Beyond Download Counts 

Three presentations shared ways sites are engaging with their communities beyond 
basic data metrics.  

Sarah Elmendorf (NWT) discussed real-time meteorological data sharing with NOAA 
and National Weather Service for weather forecasting, data-driven art initiatives 
including "Tempestry" weavings showing temperature changes over time, TundraCam 
allowing virtual exploration of Niwot Ridge, Mountain Consortium partnership with 
agencies and nonprofits, and data dashboard with long-term trends and statistical 
analyses for partner organizations. 

Hillary Krumbholz (MCR) presented on collaboration with local NGO Reva Atea on "Te 
Moana Iti" (Small Ocean) program, developing marine science curriculum for fifth-grade 
students in Moorea, French Polynesia, creating classroom aquaria with different 
experiments for hands-on learning, and plans to incorporate MCR data in future 
curriculum for older students. 

Mary Marek-Spartz (MSP) shared information about the Minneapolis-St. Paul Urban 
LTER's public engagement through research in public spaces, community partnerships 
driving research questions, Emerald Ash Borer project in North Minneapolis with 
community-driven data collection, air quality monitoring with lichens and sensors at 
schools, and development of child-friendly outreach to explain research without causing 
alarm. 

IMKE - AI Tools and PAR Reporting 

Li Kui presented on privacy settings for large language models (Claude, ChatGPT, 
Gemini), demonstrated how to turn off data training in each platform, and announced 
upcoming Virtual Water Cooler (VWC) sessions on AI topics including AI Information 
Privacy, AI-powered tools for literature review, and AI tools for EDI metadata collection. 
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Mary Martin demonstrated using AI (Claude) for transcribing handwritten historical 
weather records, showed how AI can generate summaries and tables from transcribed 
data, and noted the importance of quality control and proofreading AI outputs. 

The PAR Reporting session (Mary Martin) provided instructions on adding datasets to 
PAR (Public Access Repository) for NSF annual reports, using the EDI dashboard to get 
DOIs for datasets published in the past year, and converting PDFs to PDF/A format (Li 
Kui) for PAR submission using online tools and Adobe Acrobat batch processing. 

What are you nerding out on (non-random groups) - 
Breakout 1 
Participants broke into focused groups to discuss topics distilled from the previous day's 
icebreaker: 1. AI successes and failures 2. Streaming sensor data 3. Data visualization for 
non-research audiences 4. Web applications and tools 

Group 1 - AI Successes and Failures 
This breakout session explored information managers' experiences with artificial 
intelligence tools, focusing on both successful applications and concerning failures. The 
discussion revealed a range of perspectives from enthusiastic adoption to strong 
rejection of AI integration into scientific workflows. 
 
Group Members: Dan Bahauddin (CDR), Adrienne Canino (NGA), Sarah Elmendorf 
(NWT), Li Kui (SBC), Gabriel Kamener (FCE), Nick Lyon (LNO), Mary Martin (HBR), 
Induja Mohandas (BLE), Suzanne Remillard (AND), Yang Xia (KNZ) 
 
Key Successes 

AI for Coding Assistance 

●​ Dan Bahauddin shared his basic approach of using Gemini (provided by his 
university) to generate code snippets when struggling with coding challenges 

●​ Several participants found value in using AI to reduce tedious coding tasks 

Visual Studio Code Integration 

●​ Sarah Elmendorf highlighted VS Code's AI integration as "revolutionary" for her 
workflow 
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●​ The "diff" feature in VS Code was particularly praised, showing line-by-line 
changes suggested by AI 

●​ This interface allows users to selectively accept/reject AI suggestions with 
greater control and transparency 

Practical Applications 

●​ Automating documentation (e.g., generating README files with file trees and 
descriptions) 

●​ Figure customization and tweaking 
●​ Code review capabilities (in one case catching a confidence interval coding error) 
●​ Significant time savings for certain repetitive tasks 

Best Practices 

●​ Participants noted the importance of a "measure twice, cut once" mindset when 
using AI 

●​ Human verification remains essential, particularly for tasks requiring domain 
expertise 

●​ Github Copilot for Education was mentioned as providing free access to multiple 
AI models 

Key Concerns and Failures 

Privacy and Data Embargoes 

●​ One participant shared a concerning example of a colleague uploading scientific 
data to ChatGPT, potentially violating embargoes by exposing unpublished data 
to AI training systems 

●​ The "black box" nature of large language models raised significant ethical 
concerns 

Efficiency Issues 

●​ In the metadata creation example, using AI created additional work rather than 
saving time 

●​ The AI-generated metadata still required extensive human verification 
●​ Time spent prompting and checking AI outputs can sometimes exceed the time 

needed for direct human work 

Quality Control 
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●​ AI suggestions often use outdated syntax (trained on code from ~2 years ago) 
●​ Some AI-generated code appears syntactically correct but doesn't function as 

expected 
●​ AI is not considered suitable for complex statistical analysis or domain-specific 

tasks 

Learning Curve Concerns 

●​ Sarah noted AI tools are "really hard to learn coding from" and potentially "high 
risk" for beginners 

●​ Using AI requires understanding what to check and how to evaluate suggestions 

Additional Insights 

●​ Posit (creators of RStudio) are developing "Positron" with AI integration features 
●​ Different perspectives on AI ranged from enthusiastic adoption to principled 

rejection ("I hate it. I'll never use it.") 
●​ Information literacy, algorithmic literacy, and AI literacy were mentioned as 

important frameworks 
●​ Concerns about AI being trained on potentially "bad AI," creating a cycle of 

problematic outputs 

Conclusion 

The breakout group revealed the complex landscape of AI adoption within the LTER 
information management community. While some participants have found significant 
workflow improvements through careful integration of AI tools, others raised important 
ethical concerns about data privacy, quality control, and the fundamental assumptions 
behind AI systems. The discussion highlighted the need for thoughtful policies and best 
practices around AI use in scientific data management. 

Note: Li Kui mentioned an upcoming talk addressing some of the privacy concerns 
raised during this discussion. 

 

Group 2 - Streaming Sensor Data 
This breakout session focused on the challenges and approaches to managing 
streaming sensor data across LTER sites.  
 
Group members: 
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Jason Downing (BNZ), Jim Laundre (ARC), Mary Marek-Spartz (MSP), Gregory Maurer 
(JRN), John Porter (VCR). 

Common Challenges 

●​ Multiple participants emphasized that managing sensor data has become 
extremely time-consuming, with Jim Laundre noting it "almost requires a full-time 
person" 

●​ Quality control issues are significant, with Jim mentioning that sensor calibration 
problems might go undetected for "a year or two, or even more" 

●​ Finding cost-effective solutions as proprietary systems become more expensive 
is a growing concern 

Site-Specific Approaches 

BNZ (Jason Downing) 

●​ Has been using Vista Data Vision software for approximately 15 years 
●​ The system allowed users to log in, create graphs, and download data from their 

real-time network 
●​ Originally promoted by Campbell Scientific but now owned by Bentley 

Incorporated, a European conglomerate 
●​ Becoming prohibitively expensive ($5,000-$10,000 annually) despite educational 

discounts 
●​ Facing critical decisions as this system is how their technicians perform all 

QAQC and visualization 

VCR (John Porter) 

●​ Uses Campbell data loggers connected via 900 MHz wireless networks coupled 
with WiFi 

●​ Has automated workflows where a shore-based computer downloads data and 
sends it to UVA hourly 

●​ Scripts run every few hours to ingest new data, eliminate old data, and create 
graphs 

●​ Older systems dating back to 1995 use SAS while newer ones use R 
●​ Exploring cellular network technologies and LoRa for Internet of Things 

applications to avoid dependency on large-scale infrastructure 
●​ Particularly interested in solutions for remote precipitation stations to avoid 

frequent site visits 

Other Sites 
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●​ PIE (Risa McNellis): Mentioned having live data streams from two weather 
stations on their website 

●​ MSP (Mary Marek-Spartz): Using cron jobs with the Purple Air API for air quality 
data 

●​ ARC (Jim Laundre): Previously used Vista Data Vision but discontinued due to 
cost 

●​ JRN (Greg Maurer): Noted increasing challenges with managing more sensor 
data at Jornada and getting it to EDI in a timely manner 

Additional Topics 

●​ Mary raised questions about using Raspberry Pi ZeroW for camera traps to 
monitor bumblebees in urban yards 

●​ John Porter mentioned previous challenges with Raspberry Pi camera traps due 
to power requirements, but noted they should work well in urban settings with 
access to power 

Conclusion 

The group identified sensor data management as an increasingly significant burden 
across LTER sites, with particular challenges in: 

1.​ Sustainability of workflows 
2.​ Quality control and timely detection of sensor problems 
3.​ Cost-effectiveness as data volumes grow 
4.​ Finding alternatives as proprietary solutions become more expensive 

 

Group 3 - Data Viz for a Non-Research Audience 
The breakout group discussed data visualization for a non-research audience. Notes 
the group wrote down are included below, and no transcript of the conversation was 
submitted. 
 
Group members: Sven Bohm (KBS), Hillary Krumbholz (MCR) Sage Lichtenwalner 
(PAL), Kate Morkeski (NES) 
 
Sage has worked on OOI Data Lab “textbook” and OOI Data Lab Manual Widgets 
– using Ocean Observatories data to teach undergrad curriculum 
 
https://datalab.marine.rutgers.edu/ooi-lab-exercises/ 
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https://datalab.marine.rutgers.edu/explorations/notebook3/ 
 

Group 4 - Web Applications and Tools to Use 
The breakout group discussed web applications and tools to use. Notes the group wrote 
down are included below, and no transcript of the conversation was submitted. 
 
Group members: Stevan Earl (CAP), Marina Frants (CCE), Hsun-Yi Hsieh (KBS), Mike 
Rugge (FCE), Adam Sapp (GCE), Tim Whiteaker (BLE) 
 
Several: lamenting how difficult it can be to find the time to do web development 
 
Tim: Still running on Netlify, and interested to construct data visualizations sensu NWT 
 
Marina: Using Plotly but running into limitations, such as adding a grid. 
 
Tim: Offered several Plotly suggestions to Marina 
 

How Do You Stay Up to Date in Your Research 
Community - Breakout 2 
Breakout groups discussed approaches to staying current. Group 1 focused on social 
media (especially Blue Sky) for following specific researchers or topics and LinkedIn for 
professional networking. Group 2 mentioned newsletters like RDM Weekly, LinkedIn 
Learning, in-person conferences with dedicated hack sessions, brown bag lunches and 
coffee hours, and research software engineer training at intersecttraining.org. Group 3 
highlighted All Scientists Meetings (national and site-level), social media (Blue Sky, 
Instagram, Signal), and attending graduate student presentations. Group 4 discussed 
various meeting formats from small groups to full community gatherings and limited use 
of Slack due to adoption challenges. Group 5 expressed preference for concentrated 
information delivery over constant social media and value of LTER monthly newsletters 
and Virtual Water Coolers. 

Group 1 

Group members: Stevan Earl (CAP), Marina Frants (CCE), Gabriel Kamener (FCE), 
Sarah Elmendorf (NWT), Nick Lyon (LNO) 
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Key Resources and Platforms 

●​ IM Community Engagement 
○​ IMKE (Information Management Knowledge Exchange) 
○​ Virtual Water Coolers 
○​ Slack for problem-solving (though noted as less frequently used now) 

●​ Social Media 
○​ Bluesky (especially for statistics content) 

■​ Andrew Heiss (Bayesian statistics) 
■​ Emily Riederer (R programming) 

○​ LinkedIn (for climate change community and professional networking) 
■​ Climate-focused newsletters 
■​ LinkedIn Learning courses (when institutionally available) 

●​ Technical Resources 
○​ Stack Overflow for coding solutions 
○​ DuckDuckGo as preferred search engine (easier to avoid AI-generated 

summaries) 
○​ The Seascape Models blog: 

https://www.seascapemodels.org/bluecology_blog.html (AI resources 
targeted at scientists) 

○​ GitHub training resources (despite some resistance to Microsoft products) 

Notable Discussions 

●​ Debate on AI vs. human solutions to coding problems 
●​ Ways to avoid AI-generated search summaries (adding "-ai" to Google queries) 
●​ Mixed experiences with Positron as an alternative to VS Code/RStudio 

 

Group 2  

Group members: Adrienne Canino (NGA), Induja Mohandas (BLE), Adam Sapp (GCE), 
Sage Lichtenwalner (PAL), Mike Rugge (FCE) 

Key Resources and Platforms 

●​ Newsletters 
○​ Domain-specific group newsletters 
○​ RDM Weekly (from ESIP): https://rdmweekly.substack.com 

●​ Conferences and Training 
○​ RDAP (Research Data Access and Preservation) conferences and listserv 
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○​ LinkedIn Learning courses 
○​ In-person IM conferences with breakout sessions and hack events 
○​ Research Software Engineer Training: https://intersect-training.org/ 

●​ Local Knowledge Exchange 
○​ Brown bag lunches with graduate students and interns 
○​ PhD dissertation presentations and Q&A sessions 
○​ Coffee hours or water coolers (scheduled informal meetings) 
○​ Internal brown bag sessions from experienced team members 

 

Group 3 

Group members: John Porter (VCR), Hsun-Yi Hsieh (KBS), Yang Xia (KNZ), Mary E. 
Marek-Spartz (MSP), Hillary Krumbholz (MCR) 

Key Resources and Platforms 

●​ Meetings and Communities 
○​ All-Scientists' meetings (highlighted as particularly valuable) 
○​ Lab meetings when possible - but that is only a subset of labs - gives an 

idea on Grad Students 
○​ Biweekly staff meetings 
○​ IM Virtual Water Coolers and ESIP groups for technical information 

●​ Communication Channels 
○​ Group Signal (used within MSP LTER as a Slack alternative) 
○​ Instagram and BlueSky (noted fewer using Twitter now) 

●​ Other Engagement Methods 
○​ Field conversations 
○​ Annual graduate student meetings 
○​ Art group "rambles" that researchers often attend 
○​ Office hours (noted as poorly attended) 

●​ Communication Tools 
○​ Standard emails for responding to students wanting to add data 
○​ Challenge: identifying which students are LTER-affiliated 

 

Group 4 

Group members: Sven Bohm (KBS), Dan Bahauddin (CDR), Jim Laundre (ARC), Kate 
Morkeski (NES), Suzanne Remillard (AND) 
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Key Resources and Platforms 

●​ Meetings 
○​ Local science meetings 
○​ Executive meetings 
○​ Lab group meetings (rotating attendance to keep up with different groups) 
○​ Monthly team meetings (on Zoom, one hour) 
○​ Annual meetings 

●​ Research Tracking 
○​ Site research project lists 
○​ Site use request forms to track planned research 
○​ Individual or group meetings with PIs and graduate students 
○​ Working groups on specific topics 

●​ Institutional Resources 
○​ Data Science Office Hours (combination of Slack, Zoom, and in-person) 

Notable Discussions 

●​ Interest in attending conferences but lack of funding 
●​ Mixed results with Slack adoption (some sites found it ineffective) 
●​ Value of connecting directly with researchers to understand their data needs 

 

Group 5 

Group members: Mary Martin (HBR), Jason Downing (BNZ), Gregory Maurer (JRN), 
Tim Whiteaker (BLE), Risa McNellis (PIE), Li Kui (SBC) 

Key Resources and Platforms 

●​ Publications 
○​ Academic journals (ESA, AGU) 

●​ Communities 
○​ ESIP - described as a good community for IMs to participate in 
○​ LTER Virtual Water Coolers - described as "super valuable" for bringing 

IMs together regularly 
●​ Regular Updates 

○​ Monthly newsletter or monthly meetings 
○​ Little traffic on Slack (only a few IMs use it) 

●​ Other Resources 
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○​ Hacker News (noted as "a little bit useful" but can be a "rabbithole") 

Notable Discussions 

●​ Strong preference for the one-page monthly newsletters 
●​ Value of regular meetings to maintain community connection 
●​ Time constraints making it difficult to adopt multiple platforms 
●​ Mixed feelings about social media for professional updates 

 

EML Techniques - Breakout 3 
Breakout groups discussed EML workflows and technologies. Many sites are still using 
traditional metadata database + R/Python/Perl code workflows established 
approximately 10 years ago, though there is increasing adoption of ezEML for metadata 
generation. A wide variety of implementation approaches across sites was noted, and 
discussions covered best practices for specific elements and data types. 

Group 1 

Group members: Mary Martin (HBR), Dan Bahauddin (CDR), Jim Laundre (ARC), 
Sarah Elmendorf (NWT), Gregory Maurer (JRN) 

This group discussed diverse approaches to EML creation across sites: 

●​ Mary: Fully committed to ezEML for all data packages, including updates to 
existing datasets 

●​ Jim: Transitioned to ezEML with researchers initiating datasets before passing to 
IM for validation - custom systems harder to pass on and maintain 

●​ Dan: Using ezEML but with limited collaboration, focuses on making metadata 
submission comfortable for researchers by collecting metadata in stages 

●​ Sarah: Uses a dual approach - ezEML for graduate student one-off datasets 
(better for learning) but maintains R scripts for core long-term datasets which are 
easier to update 

●​ Greg: Uses a metabase system with R scripts for core datasets but ezEML for 
student and publication-related datasets 

The group highlighted the value of templates with pre-filled information like personnel, 
geographic areas, and keywords. They discussed the challenges of quality control and 
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standardization when collaborating with researchers, and expressed interest in AI 
applications primarily as proofreading tools for metadata consistency. 

Group 2 

Group members: Sage Lichtenwalner (PAL), Jason Downing (BNZ), Gabriel Kamener 
(FCE), Tim Whiteaker (BLE), Nick Lyon (LNO) 

This group discussed various approaches with notable insights on the trade-offs 
between complex and simpler metadata systems: 

●​ Most using ezEML (Sage, Jason, Gabriel) but some use Metabase (Tim) 
●​ Discussion of whether extensive metadata effort is actually being rewarded or 

utilized 
●​ Budget constraints making simpler systems more attractive 
●​ GitHub repositories used to manage data and code together (Sage shared 

example: github.com/PAL-LTER/pal-weather) 
●​ ezEML strengths include easier onboarding of graduate students 
●​ Some sites create complementary materials to support EDI documentation 
●​ Semantic annotations (beyond QUDT) and other complex metadata features not 

yet supported in ezEML 

Group 3 

Group members: Stevan Earl (CAP), Suzanne Remillard (AND), Mary Marek-Spartz 
(MSP), Kate Morkeski (NES), Yang Xia (KNZ) 

This group discussed the transition between tools and workflows: 

●​ Yang: Moving from DEIMS to ezEML, finding the transition relatively smooth 
●​ Suzanne: Using a custom relational database mapped to EML; has ezEML 

template for researchers but finds no time savings 
●​ Stevan: Using a scripted approach (homegrown EML assemblyline for CAP) 
●​ Kate: Using EMLassemblyline package in R for most datasets, ezEML for one-off 

student projects 
●​ Mary: Finds collaboration in ezEML sometimes challenging with researchers 

The group shared experiences with tool transitions and discussed the difficulties 
maintaining standardization across datasets. Kate shared a GitHub link to a minimal 
template for EML Assembly Line (https://github.com/WHOIGit/minimal-edi-package). 
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Group 4 

Group members: Hillary Krumbholz (MCR), Mike Rugge (FCE), Hsun-Yi Hsieh (KBS), 
Risa McNellis (PIE) 

This group focused heavily on ezEML experiences: 

●​ Extensive use of ezEML across sites, with positive feedback 
●​ Value of collaboration features for working with students and helping them 

understand data quality 
●​ Templates for personnel and projects save time 
●​ Upload from CSV makes it easier to add information like keywords and taxonomy 
●​ Oxygen used for specialized formatting needs (equations, subscripts, etc.) 
●​ Limited use of AI tools currently, though Grammarly mentioned for text checking 
●​ EDI dashboard tools considered very useful 

Group 5 

Group members: John Porter (VCR), Adam Sapp (GCE), Li Kui (SBC), Adrienne Canino 
(NGA), Induja Mohandas (BLE) 

This group discussed the historical context and technical aspects of EML: 

●​ Most using metabase-style systems with scripts to generate EML 
●​ John noted that EML was originally controversial, evolving from an exchange 

format to a standard 
●​ Several options discussed: metabase, ezEML, and templates 
●​ Adrienne exploring transition from existing systems to EDI 
●​ Character sets and special symbols in text identified as persistent challenges 
●​ EML checker tools provide cryptic error messages 
●​ Use of spreadsheet templates to R to SQL for attribute entry 

Common Themes Across Groups 

1.​ Growing adoption of ezEML - Particularly for new datasets and student work 
2.​ Dual systems approach - Many sites maintain separate workflows for core 

long-term datasets vs. new/one-off datasets 
3.​ Templates are essential - Used across tools to ensure consistency and save 

time 
4.​ Collaboration features valuable - ezEML's collaboration capabilities help with 

training students 
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5.​ Custom vs. standard tools - Ongoing tension between standardization and 
site-specific needs 

6.​ Limited AI application currently - Interest in potential but cautious approach to 
implementation 

7.​ Sustainability concerns - Consideration of how systems will transition to future 
staff 

 

Future of IM Roles - Breakout 4 
Breakout groups discussed challenges and opportunities for information managers. 
Challenges included funding uncertainty and potential reductions, the need for 
increased advocacy for IM within programs, AI technologies creating both opportunities 
and concerns, and researchers becoming more data-savvy and using external 
repositories. 

New tools and technologies discussed included AI for data processing and quality 
control, Quarto for documentation, training, and websites, Git and GitHub for 
collaboration and version control, and the need for more training resources and 
knowledge sharing. 

Opportunities to stay relevant included serving as connectors between research teams 
and datasets, participating in synthesis groups to highlight IM importance, engaging with 
communities outside LTER (ESIP, etc.), and developing data dashboards and interactive 
tools. 

Integration with other roles was also discussed, including the blurring lines between IM, 
data science, and project management, the possibility of rebranding as a "data science 
committee," and the need for training coordination across sites. 

Group 1 

Group members: Mary E Marek-Spartz (MSP), Jason Downing (BNZ), Yang Xia (KNZ), 
Sarah Elmendorf (NWT), Hillary Krumbholz (MCR) 

This group focused on the evolving nature of the IM role and the importance of data 
strategy rather than just data curation: 

●​ Shifting Role: Moving from data curation to becoming data strategists, with 
excitement about AI taking over more curatorial tasks 
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●​ Advocacy and Communication: Every IM has had to become an advocate for 
their work and the importance of LTER data 

●​ Training Challenges: Difficulty getting researchers and students to attend 
trainings, with concerns about how to keep training materials current 

●​ Data Policy Leadership: Opportunity for IMs to advise on data policy and data 
management plans 

●​ Data Sovereignty: Growing interest in data sovereignty issues and advising 
researchers on how to avoid extractive data practices 

●​ Membership and Standards: Some sites have established formal membership 
levels and code of conduct to clarify responsibilities 

●​ GIS Focus: Interest in reviving the GIS working group to share specialized 
knowledge 

●​ Knowledge Sharing: Discussed creating a library of vetted resources for IM 
self-learning 

Group 2 

Group members: Mike Rugge (FCE), Gabriel Kamener (FCE), Greg Maurer (JRN), 
Induja Mohandas (BLE), Nick Lyon (LNO) 

This group discussed technological changes and strategies to keep the IM role relevant: 

●​ AI Experimentation: Currently in an experimentation phase with AI tools, looking 
to find tasks that maximize efficiency with minimal errors 

●​ Cross-Community Engagement: Need to encourage communication between 
LTER and non-LTER communities 

●​ Tool Adoption: Discussion of newer tools like Quarto, GitHub, and RStudio 
adoption across the community 

●​ Data Volume Challenges: Increasing data volumes and complexities in handling 
large datasets 

●​ Synthesis Participation: IMs participating in synthesis working groups as a way 
to stay relevant 

●​ Professional Development: Interest in ESIP meetings and clusters for gaining 
awareness of new technologies 

●​ Community Resources: Discussion of creating channels for knowledge sharing 
around specialized topics 

Group 3 

Group members: Tim Whiteaker (BLE), Suzanne Remillard (AND), John Porter (VCR), 
Sage Lichtenwalner (PAL), Hsun-Yi Hsieh (KBS) 
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This group focused on the core data archiving role and how it might evolve: 

●​ Core Role: Emphasis on the fundamental role of getting data archived and into 
repositories 

●​ ezEML Assessment: ezEML is helpful but may not push work down to end 
users effectively 

●​ AI as Assistant: View of AI as a tool similar to having an intern - requires 
expertise to use effectively 

●​ Trust Issues: Concerns about trusting AI outputs without expert oversight 
●​ QA/QC Importance: Continued focus on quality assurance and control 
●​ Visualization Interfaces: Interest in specialized visualization interfaces and data 

dashboards 
●​ Institutional Knowledge: Concerns about capturing institutional knowledge that 

isn't documented 
●​ Future Outlook: Recognition that IMs will likely be "doing less with less" due to 

funding cuts 

Group 4 

Group members: Adrienne Canino (NGA), Dan Bahauddin (CDR), Kate Morkeski 
(NES), Mary Martin (HBR) 

This group highlighted practical challenges and efficiency strategies: 

●​ Funding Variability: Extreme variations in funding across sites 
●​ Repository Requirements: Challenges when changing repositories due to site 

visit reviews 
●​ Workflow Efficiency: Finding opportunities to save time and money in workflows 
●​ Templated Approaches: Success with assembly line and Markdown automated 

data flows for repeatable tasks 
●​ Common Tools: ezEML helping create more similar workflows across sites 
●​ Data Metrics: Interest in reporting based on data use metrics 
●​ Funding Uncertainty: Concerns about future cuts and timing 

Group 5 

Group members: Stevan Earl (CAP), Jim Laundre (ARC), Adam Sapp (GCE), Li Kui 
(SBC), Risa McNellis (PIE) 

This group discussed technological adaptation and changing roles: 
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●​ Researcher Independence: Challenge of researchers bypassing IMs to publish 
data directly to repositories 

●​ Role Expansion: IM role expanding to include more data analysis and 
visualization 

●​ Data Format Standardization: Discussion of ecocomDP and GBIF integration 
for biodiversity data 

●​ AI Training: Development of AI training resources for researchers 
●​ Coding Efficiency: Using AI to improve coding speed and efficiency 
●​ Technical Skills: Need for IMs to maintain enough technical knowledge to 

evaluate AI outputs 
●​ Knowledge Transfer: Concerns about transitioning from custom systems to 

more standard approaches 
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Appendix A: Full-day meeting slides 
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